Supervised Learning Methods to Predict Outcomes in Orthopaedic Research
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Abstract

Aim: To propose supervised learning methods named “PredictMed” based on the statistical learning theory in clinical research.

Methods: An algorithm is built to predict a clinical outcome, e.g., postoperative complications yes/no. After the choice of independent variables, a bespoke multiple regression model is built to predict the probability for a patient to reach the outcome. The originality of PredictMed is that the regression model is first applied on a “training set” of patients (80% of the sample) and then on a “test set” (the remaining 20%) in order to assess the effectiveness in predicting the outcome for a new patient. The performance of the bespoke model is thus evaluated by measuring and averaging its accuracy, specificity and sensitivity on several different test sets of patients.

Conclusions: PredictMed can predict outcomes in large series of patients (n ≥ 70). The evaluation of performance is more intuitive than for “usual” multiple regressions. Although its application requires advanced statistical competence, this method is easily intelligible in articles since it provides understandable values, e.g., accuracy, specificity and sensitivity, allowing clear clinical applications.
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Background

Machine learning is a contemporary branch of Statistics and Artificial Intelligence particularly adapted for analysis of complex data [1]. It combines many parameters and constructs an optimized mathematical equation to predict an endpoint with the least error [2].

Supervised models based on the statistical learning theory by Vapnik and Chervonenkis [3,4] are better suited to predict to which class (or group) a new patient belongs if the class of each patient is known a priori. This methodology has been recently used for cancer classification, novel drug discovery, genomics, risk scoring, patients’ stratification, diagnostic tools [5-11], surgery [12-15], and disability [16,17].

To our knowledge, few articles report on this method in surgical [12,13] or orthopaedic researches [14]. Sing., et al. used machine learning to classify recent literature on spine [15].

Our aim is to propose a supervised learning method, named “PredictMed”, to analyze large series of patients’ data with multiple independent parameters in clinical research. PredictMed has been developed [16] and validated [17] for predicting neuromuscular scoliosis in adolescents with cerebral palsy. This method can predict outcomes in prognostic, diagnostic, case-control, cohort, cross-sectional and prospective studies.

Methods

An algorithm is built to predict the probability of a clinical outcome, e.g., postoperative complication. As examples, we will present logistic regressions with binary endpoints (yes/no). Moreover, this approach is possible for quantitative (e.g., Cobb angle) or polynomial qualitative outcomes (e.g., right/ left/ both), which require respectively linear regressions or polynomial logistic regressions [18-20].

The first steps are similar to “usual” multivariate analysis and will not be detailed. Independent variables are chosen from literature review and personal opinion. They are first analyzed with univariate tests (e.g., T-tests, Fisher’s exact test), and then used in a bespoke multiple regressions to evaluate the probability for a patient to reach the binary endpoint. This is feasible with open source software ‘R’, using the General Linear Model ‘glm()’ function [21,22]. The originality of “PredictMed” is that the multi-regression is first applied on a “training set” of patients (80% of the sample) and then on a “test set” (the remaining 20%) in order to assess the effectiveness in predicting the endpoint for a new patient. Ideally, each value should be present in each test set, for this, the sample should be large enough and/or the values of the outcome (yes/no) should be almost equally distributed (empirically, from 1:1 up to 3:1).

Thus, the model predicts for each subject the probability (having by definition $0 < \text{Probability} < 1$) for him/her to reach the outcome, given the values of the independent variables.

In order to minimize the influence of Training and Test Sets (TTS) composition, we can use a cross validation, by randomly generating multiple different couples of TTS and calculating specificity, sensitivity and accuracy (SSA) in prediction for each couple of TTS. The performance of the model is then evaluated by averaging its SSA on several different TTS.

Sensitivity is defined as the proportion of true positives (TP). Specificity is defined as the proportion of true negatives (TN). Accuracy is the precision of the measurement system, related to reproducibility and repeatability. It is calculated as follows: $(TP+TN) / \text{the whole sample}$.

We usually implement it by using the predict glm() R-function (a). We calculate a probability in the form of $P(\text{outcome = yes} | \text{glm (independent variables)})$ for each patient of each test set. If the probability is above a defined threshold, we can predict if each subject will reach the outcome “yes”. Each prediction is thus noted as true positive, true negative, false positive, false negative.

Therefore, the program provides multiple models with measured SSA for various combinations of independent variables and various thresholds of probability (Table 2). The threshold of probability can be chosen a priori, depending on the aim of the study. Otherwise, the scholar chooses a model (and fixes the corresponding probability threshold) among the others after the analysis (post hoc), depending on the calculated values of SSA to maximize sensitivity or specificity or to equilibrate their values, in accordance with the aim of the research (Table 2). Acceptable values of SSA in clinical research are $\geq 0.70$ [23-25].

## Results: Presentation and Interpretation

The number of subjects for TTS is enounced, as well as the number of couples of TTS. After the results of univariate tests, the predictive algorithm is presented as a multivariate analysis with a defined threshold for the probability and averaged SSA (Table 1).

### Table 1: Example of a multiple logistic regression.

| Independent Variables | Odds Estimate | Standard Error | Z Ratio | Prob (>|z|) p Value | Value |
|-----------------------|---------------|----------------|---------|-------------------|-------|
| Intercept             | -13.1294      | 4.6271         | -2.838  | 0.004547 **       | **    |
| A                     | 0.8034        | 1.1997         | 0.670   | 0.503049          |       |
| B                     | -0.1718       | 0.8340         | -0.206  | 0.836773          |       |
| C                     | -0.2692       | 0.5180         | -0.520  | 0.603232          |       |
| D                     | -1.6755       | 1.2376         | -1.354  | 0.175786          |       |
| E                     | 2.2939        | 1.0756         | 2.133   | 0.032954 *        |       |
| F                     | -3.3473       | 1.6499         | -2.029  | 0.042484 *        |       |
| G                     | 6.0862        | 1.6487         | 3.692   | 0.000223 ***      | ***   |

In bold: the highest values of each column

*mean values

Significant factors are E, F and G ($p<0.05$), adjusted on cofactors A, B, C and D ($p > 0.05$). For every unit increase in E, the log odds $= \ln(p/(1-p))$ increases 2.2939 times (where $p = \text{probability to have outcome YES}$). A similar interpretation is done for F and G. On the opposite, the influence of A, B, C and D is not significant.

The table 2 presents five models with different thresholds of probability and different independent variables, as selected by the program. In analyzing data, the first model should be chosen for higher sensitivity (82% in predicting the outcome YES), whereas the second provides a better specificity. Nevertheless, the fifth one is the worst for all values. The definitive choice of one model should be discussed and motivated.

### Table 2: Example of various models as proposed by the program “R”.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Probability Threshold</th>
<th>Accuracy*</th>
<th>Sensitivity*</th>
<th>Specificity*</th>
</tr>
</thead>
<tbody>
<tr>
<td>A B C D E F G</td>
<td>0.4</td>
<td>0.72</td>
<td>0.82</td>
<td>0.63</td>
</tr>
<tr>
<td>A B C D E F G</td>
<td>0.6</td>
<td>0.71</td>
<td>0.75</td>
<td>0.79</td>
</tr>
<tr>
<td>A C D F G</td>
<td>0.5</td>
<td>0.72</td>
<td>0.72</td>
<td>0.64</td>
</tr>
<tr>
<td>A C D F G</td>
<td>0.6</td>
<td>0.70</td>
<td>0.67</td>
<td>0.65</td>
</tr>
<tr>
<td>A D G</td>
<td>0.5</td>
<td>0.68</td>
<td>0.64</td>
<td>0.62</td>
</tr>
</tbody>
</table>

Call: glm(formula = model.formula, family = binomial(logit), data = input_file)
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Conclusions

Supervised learning statistics can predict outcomes in large series of patients. The performance is better evaluated for this kind of analysis than for “usual” multiple regressions. The application of these algorithms requires advanced competence in statistics and informatics. However, the results of PredictMed are easily intelligible once they are written in articles as they provide understandable values, i.e. accuracy, specificity and sensitivity, allowing intuitive clinical applications. In clinical research, the main focus of machine learning is not to replace the human decision-making but to provide help in complex situations and improve the quality of predictions [4].

Take Home Points:

- Supervised learning statistics “PredictMed” can predict outcomes in large series of patients with a clear evaluation of the performance.
- The application of “PredictMed” is possible with “R” program and requires advanced competence in statistics and informatics.
- The results of “PredictMed” are easily intelligible because they provide understandable values, i.e. accuracy, specificity and sensitivity, allowing clear clinical applications.
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