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Abstract

This paper aims to give an insight about continuous expectation in music based on a relatively broad range of the relevant literature. After providing a preliminary framework that holds on to the established liaison of music expectation and active inference, we put forth a set of hypothesis that altogether suggest the possibility of a biologically plausible dynamic model that could fully account for the inference of expectations in monophonic music. We also put a special emphasis on the Bayesian theory of music perception that underpins these types of models that could infer what happens next during the successive time windows of a given melody on a basis of prior context or technically speaking, generative models denoted by $\sum P(x \mid n)$ containing a normal distribution and will be updated over time. Finally, in regard with the active actions one must take to infer the hidden parameters of a melody to perform the melodic expectation tasks, we point out to the significance of the concept of m-grams in a more precise and wider building and improvement of the hidden Markov chains representing dynamic expectations. That aside, we will propose that the predictive coding models of monophonic melodies could reveal some certain patterns that would be listened on a regular basis and construct the distinctive quintessence of various local music.
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Introduction

Expectation and prediction of events plays a key role in music perception and cognition [1] and more generally is regarded as a fundamental property of the human brain [2]. Music expectation has been extensively studied from different viewpoints including cognitive neuroscience [3], information theory [4-7], or neuropsychology of music [8-10]. However, there are only few works concerned with dynamic and continuous ratings of expectation in monophonic melodies [10]. In particular, it was shown that probability-based models, despite some limitations, are more sensitive to capture the variability in continuous ratings of humans for monophonic melodies [6].

There exist strong behavioral and physiological evidence that the nervous system maintains probabilistic distributions that are updated by sensory information using probabilistic, in particular Bayesian, inference [11,12]. Bayesian inference has been either implicitly or explicitly applied to model several aspects of musical processes such as key-finding [13], melodic and rhythmic expectation [14], harmonic analysis (Raphael and Stoddard, 2004), improvisation (Mavromatis 2005), and learning of melodic patterns [15]. In addition, neural theories derived from Bayesian updating schemes, such as predictive coding (Rao and Ballard 1999) have been used to provide an account for musical functions such as pleasure (Gebauer, et al. 2012) and rhythm perception [16].

In this work, we propose a biologically inspired Bayesian model to account for melodic expectation in monophonic music. More precisely, this model is based on encoding the probabilities of perceived musical notes as internal belief with a number of generative models and incorporates Bayesian inference to capture the continuous variations in dynamic musical expectation. Ideally, we intend to show that given optimal parameters, this model can predict the responses of the subjects for the dynamic ratings of the melodies in our experimental data.
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A Bayesian model for musical expectation

In order to provide an account for dynamic melodic expectation, we propose a Bayesian model, which is consisted of three major parts: input process, generative models, Bayesian inference. A generative model which is used to encode the internal representation for sensory observations of the input process based on some hidden parameters. In other words, the Bayesian model compares the predictions of this generative model to the observed sensory input in order to infer the properties of the presented stimulus. A set of belief values are resulted from this comparison and Bayesian inference. The internal belief values represent the probability of the stimulus that is caused by sensory input (Bitzer, et al. 2014).

In musical terms, there are a number of generative models, one for each musical pitch, that encode the internal belief about that specific class of musical pitch. These generative models indicate how probable is the observed stimulus, given each musical note. Through Bayesian inference, the model will derive the probability of the internal belief (perceived pitch) encoded by the nervous system given the musical note as input. For the sake of simplicity, we consider the tonality of input melody is known, or found using a key-finding algorithm. The components of the Bayesian are described more formally below.

**Input process**

The input process models sensory information, or feature values $x_t$, which the brain translates from auditory stimulus. The auditory stimulus are derived from various sequences of notes encoded as MIDI files. The auditory stimuli are two groups of melodies used for two behavioral experiments: first group consists of 40 real melodies with two sources of unpredictability, whereas the second group consists of 27 artificial synchronous sequence generated with variable degrees of predictability [6].

**Generative models**

Perception in the Bayesian terminology is the inversion of generative model used to infer causes from observations. For internal representation of each note, we attribute a generative model that is the probability of observing input when a certain cause (input property) is in effect. These generative models are adapted to infer the properties of input. A generative model of an abstracted auditory input, for each perceived pitch, is defined as a Gaussian density:

$$p(x_t | N_t) \sim \mathcal{N}(\mu^*, \sigma^2)$$

Where $\mu^*$ stands for the mean and is the internal uncertainty for the sensory input. These parameters are calculated based on a big data set of folk melodies [6].

**Bayesian inference**

Bayesian inference is a method of performing computations that lead to posterior belief over the internal representation of a musical pitch given the sensory observations. Since the auditory stimuli are melodies presented as a sequence of musical notes, the posterior belief is demonstrated as where $x = \{x_1, x_2, ..., x_t\}$ denotes the sequence of observed musical notes. The posterior belief is then computed through applying Bayesian inference in a recursive manner:

$$p(N_t | x_t) = \frac{p(x_t | N_t) p(N_t)}{\sum_{j=1}^{M} p(x_t | N_j) p(N_j)}$$

$$p(N_t | x_{1:t}) = \frac{p(x_t | N_t) p(N_t | x_{1:t-1})}{\sum_{j=1}^{M} p(x_t | N_j) p(N_j | x_{1:t-1})}$$
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Where \( M \) is the number of possible musical notes (including the rest note). In other words, the equations above indicate how the belief is integrated through time using the posterior belief on the last observed sequence (excluding the last observed note).

**Music expectation**

Finally, musical expectations in the Bayesian model are based on the posterior belief over the sequence of observed musical notes \( p(N_i, X_{1:t}) \)

\[
\text{max}_i p(N_i|X_{1:t})
\]

We are also willing to remark that building an active inference model of local monophonic music has an extra advantage that is, revealing an interesting difference between the two structural approaches that must be properly taken into account. In the western music, the epistemic offering of music fits in well with decreasing in top-down signals and increasing in bottom up signals from higher down to lower levels. Conversely, in monophonic music containing irregularities that are more likely to be detected, we will be dealing with increasing top down signals versus decreasing bottom up signals (See figure 1). Interestingly, a set of beliefs in a model of learning monophonic music will be formed and fostered as a knowledge network in the same term detailed in active inference models of selective visual attention [17,18] containing the diagnostic features that will facilitate the inference process.

**Figure 1:** Adapted from (Kolesh et al. 2019) shows the hierarchy of active inference system with increasing top down signals at higher levels and increasing bottom up signals at lower levels. In folk monophonic music, because of the existence of regular and frequent similar patterns, the tendency to resolve the uncertainty during listening to a melody is much faster than the western music.
Simulation and experiment

The data are collected in a previous study [6]. These data sets are being used to study the dynamic ratings of melodic predictability in humans. In order to perform the simulation and generate the responses using the Bayesian model, we need to use discrete time-steps with the length of 100 ms. The prior probabilities are initiated using the calculations on ground-truth melody data-sets and also principles of music theory.

Discussion and Conclusion

The proposed Bayesian model provides a biologically inspired account for musical expectation, which is based on generative models, internal representation of the sensory input, and Bayesian inference. Essentially, the model, with efficient parameter setting, should be able to capture the dynamics of ratings of melodic expectation in humans.

Moreover, our results may contribute to models describing neural theories underlying music expectation. It has been widely known that humans perform Bayesian inference in a near-optimal fashion and this is performed through the representation of probability distributions and combining these distributions using Bayes’s rule [12]. Furthermore, evidence about tonotopic organization of pitch in human auditory cortex might suggest that there are separate populations of neurons in the brain encoding the features of auditory stimuli for different pitches [19]. On the other hand, a recent study [20] shows that pitch is represented in the brain through the interaction of different cortical levels such as primary auditory cortex and the area Heschl’s gyrus which is consistent with the mechanisms of predictive coding and Bayesian theories of the nervous system. Our model can shed some light on how neural mechanisms underlying music expectation can be explained by Bayesian inference and can be embedded in the predictive coding framework.

We have so far indicated the possibility of building up such predictive model that would explain how the brain comes to tackle and improve our expectations during listening to a monophonic melody. We used a set of beliefs elicited over the last observed sequence. Furthermore, we also argued that posterior perception of a monophonic melody would take place along with finding some regular patterns throughout the melody. These regular patterns include a wide range of melody progression. For example, they could appear as a series of notes, which a melody frequently revolves around or moves back to it. In some local music structures like Persian music, they have long been named and theoretically identified as Shahed (observer) or Ist (full stop) notes. This duality could also identify and recognize most of the non-western music frameworks. Therefore, using predictive coding to recognize these regular patterns will highly likely to lead us to faster improving the performance of expectations task during our perception of a melody. It also implies the possibility of the representation of a probabilistic model of a melody based on these regular patterns, which could also engage in updating generative models. Furthermore, using these regular patterns could quickly cast out irrelevant prior knowledge. Studying these assumptions could be very fruitful especially when we are dealing with massive and error-prone multi-layer Markov chains. The same inhibitory-excitatory relationship could be found in other Bayesian-based models such as the predictive coding model of selective visual attention [17]. On the other hand, we have not yet fully attribute the whole process of active inference with fitting neural correlates. Hence, finding the changes in brain using imaging techniques might unfold the neurochemical processes in the brain. We guess that in addition to dopamine thought to depict prediction error, the complete neural correlates of melody expectations might involve the thalamocortical recurrent loops beginning from cortex passing across the basal ganglia and finally ending to the same cortical area. Unlike visual template learning, audio template learning has yet to be fully accounted. It might be interesting to know whether music perception could also rest on a few templates and therefore fall upon the information integration type of template learning systems. We could also set into question whether similar to visual perception the brain uses different template learning systems in perception of different elements of music such as rhythm, melody, chords and so on. These issues as such could point out to the direction of future studies [21].
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